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Background

➔ 3D reconstruction from single 2D image → object manipulation tasks for 
robotic systems, AR/VR experiences, etc

➔ Point Cloud, Voxel, and Mesh based methods
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Limitations in Current Methods

➔ Challenge: simultaneously capturing accurate 
holistic shape information AND intricate local 
geometric details 

➔ Inherent difficulty in effectively leveraging the 
limited visual cues present in a single 2D 
observation to infer precise 3D shape 
information at both macro and micro scales

➔ Recently: transformers gaining attention 
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Proposed Method
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Pixel2Mesh: graph convolutional neural network (GCN) that deforms an 
initial ellipsoid mesh towards the target 3D shape, coarse-to-fine 

Hierarchical Transformer Modules: boost existing Pixel2Mesh architecture 
with addition of transformer blocks



Proposed Method
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Analysis

➔ ShapeNet Core data set
48,600 3D models across 55 object 
categories

➔ Established benchmark, utilize a subset of 
objects taken from 13 of the 55 categories

➔ Chamfer Distance and F Score

➔ Direct comparisons of our performance 
against Pixel2Mesh
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Qualitative Results
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Quantitative Results
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Conclusions

➔ Transformer boosted 3D mesh reconstruction framework 
that builds upon the Pixel2Mesh method by adding a 
hierarchical transformer module

➔ Improved performance, especially in regards to fine 
detail

➔ Further encourage the path towards the integration of 
3D reconstruction models with transformer based 
architecture
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